Phonology is traditionally defined as the description of the grammatical competence of native speakers concerning the sound patterns of their language (Chomsky and Halle 1968). The field has subsequently been broadened to account for the abstract properties of phonology that are not specific to spoken language, but extend to the manual-visual modality in sign languages. A lot of attention has thus been devoted to the properties of the sensory-motor system of grammar - i.e. phonology - that are not specific to the auditory modality, that is, to spoken language, but extend to the visual modality. Abundant literature has explored this issue and showed that Sign Languages share many grammatical properties with spoken languages (among others, Brentari 1998; Nespor and Sandler 1999, Wilbur 1999; Sandler and Lillo-Martin 2006). This body of research has shown that parallel segmental and suprasegmental representations exist in the two linguistic modalities – the auditory and the visual.

Another issue largely discussed in more recent years, concerns the nature of the mechanisms involved in the acquisition of language. Which properties of language are perceived and acquired through mechanisms that are specific to language and which through mechanisms that are general, that is, used also in other domains? Arguments have been put forth both in favour of an innate language faculty (Mehler, Jusczyk, Lambertz, Bertoncini, Amiel-Tison 1988), and in favour of general-purpose learning mechanisms (Elman, Bates, Johnson, Karmiloff-Smith, Parisi and Plunkett 1996, Tomasello 2000). No conclusions have been reached concerning this issue, i.e. that of the specificity vs. generality of the mechanisms that allow humans to perceive and acquire language. However, while the positions were rather extreme at the beginning of this dispute, most scientists would now agree that both types of mechanisms are involved (Nespor, Mehler, Shukla, Peña and Gervain 2009).

Within this line of research, I will first consider segmental representations and then suprasegmental, specifically, prosodic, ones.
Different levels – or tiers - of representation have been posited for consonants and vowels (Goldsmith 1990) because of evidence that there are phenomena that apply to vowels ignoring the intervening consonants and vice versa. More recently, it has been proposed that these two types of segments have different functions in the perception and acquisition of language. Consonants – quite stable in the speech stream - convey mainly lexical information, and vowels - the main carriers of prosody, thus very variable - mainly grammatical information (Nespor, Peña and Mehler 2003). An extreme case of the function of consonants (Cs) for the lexicon, and vowels (Vs) for grammar is constituted by Semitic languages, where exclusively Cs signal the meaning of roots, while the intervening Vs give grammatical information.

Though not limited to spoken language, since locations and movements in sign languages (SLs) have been compared to consonants (Cs) and vowels (Vs), respectively (Perlmutter 1992), to my knowledge, there is no acoustic correspondent of Cs and Vs in the non-linguistic world. The question, however, remains whether these elements specific to language are acquired through mechanisms that are themselves specific or through general ones.

One much investigated general mechanism of perception is the computation of transitional probabilities (TPs) between the adjacent elements of a string. The generality of this mechanism is proven by the fact that humans compute transition probabilities (TPs) on syllables (Saffran, Newport and Aslin 1996) as well as on non-linguistic tones (Endress 2010). The segregation of Cs and Vs has been demonstrated also on the basis of TPs: While TPs can be computed to segment words from continuous speech not only on syllables, but also on sequences of consonants, they cannot be computed on sequences of vowels (Bonatti, Peña, Nespor and Mehler 2005). A general perception mechanism can thus be constrained by representations – the segmental ones - that are purely linguistic in nature.

One way to prove the generality of perception mechanisms is to test non-human animals. In experiments with cotton-top tamarins, as participants, it has been shown that they compute TPs on syllables and on Vs, but not on Cs (Newport and Aslin 2004). Not being genetically programmed to learn a lexicon, tamarins compute TPs on Vs because they are more audible than Cs.

Adults, as well as infants, have also been shown to keep track of the relative frequency of functors and lexical items within a phrase and to group them according to the word order of their native language: functors first in Italian and functors last in Japanese (Gervain, Sebastián-Gallés, Díaz, Laka, Mazuka, Yamane, Nespor and Mehler 2013, Gervain, Nespor, Mazuka, Horie and Mehler 2008). Thus a general learning mechanism – keeping track of frequency – is suggested to aid infants in the acquisition of word order. In recent work, it has been shown that also rats can, to a certain extent, distinguish frequent from infrequent items, again proving the generality of the mechanism.

Prosody – at least rhythm - characterizes not only language in the two modalities – including gestures that accompany speech (Guellaï, Langus and Nespor, 2014) - but also non-linguistic events. There is rhythm in music as well as in many natural phenomena, ranging from the heartbeat to the waves of the sea, to the alternation of day and night and the way humans, as well as all animals, walk. But what is rhythm? To the best of my knowledge, the most general – thus best - definition of rhythm has been given by Plato: rhythm is order in movement. The task of scientists who investigate language
is to determine the elements that establish order in the movement of speech. Linguistic rhythm is hierarchical in nature. At the basic level it has been defined on the basis of the time occupied by vowels in the speech stream (%V) and of the standard deviation of consonantal intervals (ΔC) (Ramus, Nespor and Mehler 1999). On the basis of these measures it is possible to define the three traditional rhythmic classes: stress-timed (low %V and high ΔC), syllable-timed (higher %V and lower ΔC) and mora-timed (high %V and low ΔC). Infants have been shown to discriminate languages of different rhythmic classes, but not languages of the same rhythmic class. This capability can provide infants important information about the size of the syllabic repertoire of their language of exposure: large in stress-timed languages and progressively smaller in syllable-timed and mora-timed languages (Ramus et al. 1999).

At higher levels, linguistic rhythm is defined on the basis of the alternation of more and less prominent syllables. Human adults have been shown to group syllables alternating in pitch or intensity into trochees (strong – weak), and syllables alternating in duration into iambic (weak – strong), as predicted by the Iambic-Trochaic Law (ITL). The ITL has originally been proposed for the grouping of tones alternating in either intensity or duration in music (Bolton 1894, Woodrow 1951). This grouping is particularly important in language at the phrasal level for syntactic bootstrapping, since it offers cues word order. SOV languages have trochaic phonological phrase prominence mainly marked by pitch. SVO languages have iambic phonological phrase prominence mainly marked by duration. The type of prominence predicted by the ITL has been confirmed, at the level of the phonological phrase, for German, a language that, like Dutch, can have verbs both preceding objects and following them (Nespor, Shukla, van de Vijver, Avesani, Schraudolf and Donati 2008). The fact that different word orders are signalled differently also in languages in which both orders are found confirms that the ITL signals word order. In addition, it accounts for the fact that children exposed to one such language learn it at a similar pace observed in children exposed to a language that is uniformly either VO or OV.

A similar grouping has been shown not only for syllables (Bion, Benavides and Nespor 2011), but also for sequences of non-linguistic acoustic stimuli by participants of languages with different word orders (Hay and Dhiel 2007; Langus, Seyed Allaei, Uysal, Primordian, Toro, Bion and Nespor, under review), as well as for sequences of non-linguistic visual stimuli (Peña, Bion and Nespor 2011). We also have recent experiments showing that duration and pitch at the phrasal level can be recognized from the analysis of the visual information provided by lips and mouth during speech production (Peña, Langus and Nespor, under review). Grouping governed by the ITL is thus neither restricted to language, since it applies also to non-linguistic tones, nor to the auditory domain, since it also governs the grouping of visual stimuli.

Non-human mammals, specifically rats, have also recently been tested for their sensitivity to the auditory ITL. Results show that they respect the ITL only for the grouping of sequences alternating in pitch, while they are at chance for elements alternating in duration (de la Mora, Nespor and Toro 2013). Since pitch is more audible than duration, these results remind us of those of tamarins with Vs and Cs briefly discussed above. Not having to rely on the ITL to bootstrap syntax, rats only group the most salient stimuli, that is, those alternating in pitch.
Prosody – at least rhythm – is thus present in many physical phenomena and it is - as segments - at least partly, perceived also by non-human mammals. The fact that rhythm gives a cue to word order and consonants to the lexicon is however, obviously, only specific to language.

Thus general mechanisms are applied to language in a way governed by linguistic representations: the statistical computation of TPs on consonants and syllables – but not on vowels - to learn the lexicon, and the rhythmic alternation defined by a general grouping principle - the ITL - to phrasal rhythm to learn one of the most basic properties of syntax that varies across languages: word order.
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